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We consider the simple exclusion process in the integer segment [[1, N]
with k£ < N /2 particles and spatially inhomogenous jumping rates. A particle
atsite x € [[1, N jumps to site x — 1 (if x > 2) at rate 1 — wy and to site x + 1
(if x < N — 1) at rate wy if the target site is not occupied. The sequence w =
(wx)xez 1s chosen by IID sampling from a probability law whose support is
bounded away from zero and one (in other words the random environment
satisfies the uniform ellipticity condition). We further assume E[log p1] < 0
where p| := (1 —w1)/w1, which implies that our particles have a tendency to
move to the right. We prove that the mixing time of the exclusion process in
this setup grows like a power of N. More precisely, for the exclusion process
with NA+o(1) particles where B € [0, 1], we have in the large N asymptotic

Nmax(l, 3, B45)+0(1) 5’n1\1/i}f < NCro(D),

where A > 0 is such that IE[,O{‘] =1 (A = oo if the equation has no positive
root) and C is a constant, which depends on the distribution of w. We conjec-
ture that our lower bound is sharp up to subpolynomial correction.

1. Introduction.

1.1. Overview. From the viewpoint of probability and statistical mechanics, the simple
exclusion process is one of the simplest interacting particle systems. It is a reasonable toy
model to describe the relaxation of a low density gas and we refer to [28], Chapter VIII.6, for
a historical introduction. Its relaxation to equilibrium has been the object of extensive study
under a variety of perspective: Hydrodynamic limits [21, 33, 34], Relaxation Time [6, 32]
log-Sobolev inequalites [40] and Mixing Time [3, 29] (the list of references is very far from
exhaustive).

All the above mentioned works are concerned with the exclusion in an homogeneous
medium and a small modification of this setup can lead to a drastic change of the pattern
of relaxation; see, for instance, [10, 11] (and references therein) for the phenomenology in-
duced by the change of the jump rate on a single bond. The disordered setup, where the jump
rate of the particles is random and varies in space fostered interest only more recently; see,
for instance, [7, 9, 35].

In the present paper, we are interested in the case of IID site disorder on a one-dimensional
segment, in particular, in the case where the local drift felt by particles has a nonconstant
sign. For the system to reach equilibrium, individual particles need to travel on macroscopic
distances and in particular have to fight against drift in some regions. This phenomenon, also
presents in the case of the random walk in a random environment (RWRE) [12, 19], induces
a slower mixing than in the constant nonzero bias case, as was proved in [35]. Our objective
is to quantify further this slowdown of the mixing time.
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In order to estimate the mixing time of the disordered exclusion process, we need to under-
stand in detail how these regions with unfavorable drift—which we refer to as traps—affect
the pattern of relaxation to equilibrium. We make two important steps toward this objective:

e We prove that the mixing time grows at most like a power of N (the upper bound we prove
displays a nonoptimal exponent).

e We obtain a lower bound on the mixing time, which we conjecture to be optimal, and
which allows to identify, depending on the parameters of the system, which is the main
factor that slows down the mixing.

More precisely, our proof of the lower bound shows that the mixing time can be bounded
from below by three different mechanisms:

(i) Particles cannot move faster than ballistically, so that the mixing time is at least of
order N, which is the length of the system.

(i) The particles may remain trapped in potential wells, which are created by the envi-
ronment, so that the mixing time is at least of order " where AV is the depth of the worst
potential well in the system (we refer to (13) for the definition of the potential and to (58) for
that of AV).

(iii) The potential wells also limit the flow of particles through the system, which is at
most of order e=2V/2. For this last reason, the mixing time is at least of order ke®V/? when
k is the number of particles in the system. We refer to Figure 7 for an intuitive argument.

While the first two limitations (i) and (ii) follow from early studies of one-dimensional
random walk in a random environment. More precisely, the introduction of the potential V is
due to Solomon [37], and the potential trap approach has been used to determine the limiting
behavior [19] and the mixing time [12] of the RWRE. The third limitation is specific to
systems with many particles, and to our knowledge, had not been identified so far. It creates
a third phase in the conjectured mixing time diagram (see Figure 4).

1.2. The exclusion process in a random environment. Let us introduce formally the ran-
dom process whose study is the object of this paper. The exclusion process on the segment
[1, N] with k particles and 1 < k < N /2 is a Markov process that can informally be described
as follows (we refer to Figure 1 for a graphical explanation):

(A) Each site is occupied by at most one particle (we refer to this constraint as the exclu-
sion rule). Therefore, at all times there are k occupied sites and N — k empty sites.

(B) Each of the k particles performs a random walk on the segment, independently of the
others, except that any jump that violates the exclusion rule is canceled.

More precisely, we want to consider the case of the exclusion process in a random envi-
ronment where the jump rates of the particles are specified by sampling an IID sequence of
random variables w = (wy)yez, and the transition rates are given by

Q;\UI(XJC +1)= wxl{fo—l},
ey C]X)](x’x -H=0- a)x)l{xEZ},
gy (x,y) =0 ifyé{x—1,x+1}.

The random walk with transitions gy, which corresponds to the case k = 1 is an extensively
studied process, usually referred to as Random Walk in a Random Environment (RWRE). The
RWRE on the full line Z was first studied by Solomon in [37] who established a criterion for
recurrence/transience. The limit law of the random walk in a random environment is studied
by Kesten et al. in [19] when the random walk is transient, and by Sinai in [36] when the
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FIG. 1. A graphical representation of the simple exclusion process in the segment [1, N]| and environment
w = (wx)xez: a bold circle represents a particle, and the number above every arrow represents the jump rate
while a red “x” represents a nonadmissible jump.

random walk is recurrent (we refer to [38, 41] for complete introductions to this research
field).

We are interested in the following quantitative question: How long does the system need
to relax to equilibrium, forgetting the information of its initial configuration in the sense of
total variation distance? More precisely, we are interested in the asymptotic in the limit when
k, N — oo of this total variation mixing time. This question has been extensively studied in
the case where the sequence w = (wy ) ez 1s constant, which we refer to as the homogeneous
environment case:

(1) Whenw, = %, Wilson in [39] showed that the system takes time of order N 2 log min(k,
N — k). Later one of the authors of the present manuscript [24] proved that the lower bound
in [39] is sharp.

(2) When wy, = p # %, Benjamini et al. in [3] proved that the system takes time of order
N.In [22], Labbé and one of the authors provided the exact constant.

(3) The case wy = py = % + ey with limy_, o ey = 0 is studied by Levin and Peres in
[26] and also in [23].

From the results mentioned above, for homogeneous environments the system takes time
at least of order N and at most of order N2>log N to relax to equilibrium. However, when
the sequence w = (wy)xecz 1S chosen by independently sampling a nondegenerate common
law, the system can exhibit a very different behavior because the random environment can
create wells of potential, which trap particles (see equation (13) below for a definition of the
potential associated to w).

Gantert and Kochler have studied the mixing time problem when £ = 1 (and transient en-
vironment) in [12] for random environments and identified the mixing time, which is related
to the depth of the deepest trap and may be much larger than N?log N. Schmid [35] studied
the question in the case of a positive density of particles, when the environment is ballistic
to the right, (i.e., when the random walk is transient with positive speed). More precisely,
he showed when essinfw; = 1/2 (i.e., the local drift 2w, — 1 is not bounded from below
uniformly away from zero), the order of magnitude of the mixing time is strictly larger than
N; and when essinfw; < 1/2 the mixing time is larger than N 148 for some § > 0, which
depends on P.

In our study, we focus on the case of random environments, which are such that the random
walk is transient (the case of recurrent environment is quite different and should be considered
separately). In that setup, the results in [35] leave several questions open, among which the
following ones:

(A) Is the mixing time always bounded from above by a power of N ?

(B) If this is the case, for the exclusion process with ky = cN P<N /2 particles and 8 €
[0, 1], can one identify an exponent v = v(IP, 8) > 0 (depending on 8 and the distribution),
which is such that the mixing time is of order NV ?

We provide a positive answer to question (A) by proving an upper bound on the mixing time,
which grows like a power of N. This upper bound is achieved by using a censoring procedure,
which allows to transport particles one by one to their equilibrium positions. Concerning
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question (B), we provide a new lower bound on the mixing time, which we believe to be
optimal and provide a conjecture concerning the value of v. The bound is based on an analysis
of the effect that the deepest trap has on the flow of particles through the system. Significant
technical obstacles prevented us from obtaining a matching upper bound.

2. Model and result.

2.1. An introduction to random walk in a random environment w. Let us recall the defini-
tion for random walk in a random environment. Given w = (wy) ez, a sequence with values
in (0, 1), the random walk in the environment w is the continuous time Markov chain on Z
whose transition rates are given by

q°x, x + 1) =w,,
(2) q°x,x —1)=1—w,,
g“(x,y)=0 if [x —y|# 1.

We let (X;);>0 denote the random walk in environment w and initial condition 0 (we let O
denote the corresponding law). This process has been extensively studied in the case where
o = (wy)yxez 1s (the fixed realization of) a sequence of IID random variables (we will use P
and E to denote the associated law and expectation, respectively), and we refer to [38, 41] for
classical reviews.

Simple criteria have been derived on the distribution of @ as necessary and/or sufficient
conditions for recurrence/transience, ballisticity etc. Even though most of the results are valid
in a more general setup, for the sake of simplicity let us assume in the discussion that the
variables (wy)xez are bounded away from 0 and 1, that is, for some « € (0, 1/2) we have

3) P(w; €[, 1 —a]) = 1.
Setting p, := (1 — wy)/wy, it has been proved in [37] that

E[log p1] = 0= X, is recurrent under Q“ , P-a.s.,

4
@) E[log p1] # 0 = X, is transient under Q¢ , P-a.s.

More precisely in the second case we have with probability one lim;_, oo X; = 00 (resp., —00)
if E[log p1] < O (resp., E[log p1] > 0).

When transience holds, the rate at which X; goes to infinity has also been identified in
[19]. It can be expressed in terms of a simple parameter of the distribution PP of w, yielding in
particular a necessary and sufficient condition for ballisticity. Let us assume that E[log p1] <
0, and set

3) A =Ap:=inf{s > 0,E[p]] > 1} € (0, c0].
It has been proved in [19] that if A > 1 then

X 1-FE
6) lim Ar [o1]

00 1 1+E[p]
and that if A € (0, 1] then

log(X
(7 Jim 080 _
t—oo logt

A.

2.2. The simple exclusion process in an environment .

2.2.1. Definition. Given a sequence @ = (wy)yez taking values in (0,1), N >2and 1 <
k < N — 1, the simple exclusion process in a random environment on the line segment [1, N]
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(we use the notation [[a, b] := [a, b] N Z) with k particles is a Markov process on

N
8) Q= se{o,l}N:Zsm:k}.
x=1
The 1’s are denoting particles while 0’s correspond to empty sites. It can be informally de-
scribed as follows: each of the k particles performs independently a random walk with tran-
sitions given by ¢ in (2), with the constraints that particles must remain in the segment and
each site can be occupied by at most one particle. All transitions that would violate this con-
straint (i.e., a particle tries to jump either on sites O, N + 1 or an already occupied site) are
canceled.
More formally, we let £*-Y be the configuration obtained by swapping the values of & at
sites x and y of the configuration &, defined by

©)) Vze [l N], &%) =@ n]\(x,y) TEC) Ly +EO) ).

The simple exclusion process in environment o is the Markov process with transition rates
given by

ol grtly . | @ ife()=1and (x + 1) =0,
(10) ’ T 1 —wrs ifEG+H D =1andE(x) =0

r®(£,&") ;=0 in all other cases.

Equivalently, the generator of the process is defined for f : Qy x — R by

forx €1, N — 1],

N-1

(11) CROHE =D reE EFET) = £©)

x=1

Since w, € (0,1) for all x, the chain is ergodic and reversible. In order to give a simple
compact expression for the equilibrium measure, let us introduce the random potential V¢ :
N — R defined as follows: V(1) :=0 and for x > 2,

(12) VO(x) = Zlog(l _wy).

y=2 Cl)y_]

With a small abuse of notation, we extend V¢ to a function of Qy . This extension is ob-
tained by summing the value of V“ among the positions of the particles in the configuration &:

N
(13) VEE) =) VOEW),

x=1

We consider the probability measure 7y , defined by

(14) Ty (€)=

It is immediate to check by inspection that 7y , satisfies the detailed balance condition for
~ x> and thus that it is the unique invariant probability measure on Q2 .
If& € Quk, welet (a,é) >0 denote the Markov chain with initial condition &£. We provide in

Section 3.2 a construction (af )i>0 forall £ € Qy x on a common probability space. We use P
and E for the corresponding probability law and expectation, respectively. We let (P;);>0 (the
dependence in w, N, k is omitted in the notation to keep it light) denote the corresponding

Markov semigroup and set P,“3 = P(cr,é € ) = P(&, ) to be the marginal distribution of
(af)tzo at time 7.
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2.2.2. Mixing time and spectral gap. In a standard fashion, we set the total variation-
distance to equilibrium at time ¢ to be

15 d® (1) := max |P° — 7@ ,
(15) N k() Seﬂz)v(,k“t volrv

where [[vi — v2flTv :=supycq, , [Vi(A) — v2(A)| denotes the total variation between two

probability measures vy, v2 on Qp k. Since the Markov chain is irreducible, we know that
(cf. [27], Theorem 4.9)

We are interested in quantitative aspects of the convergence (16). For this reason, we want to
evaluate the mixing time and spectral gap of the chain (see [27] for a motivated and thorough
introduction to these notions). For ¢ € (0, 1), the e-mixing time of the chain is defined by

(17) trlr\fif’w(e) :=inf{r > 0:djy (1) <e}.

By convention, we simply write trlr\lli’f’w when & = 1/4. The spectral gap of the chain gap¥, ,, in
our context, is the smallest nonzero eigenvalue of —L%, ;. Using reversibility and a spectral
decomposition, it can be shown (see, for instance, [27], Corollary 12.7) that gap}, , deter-
mines the asymptotic rate of convergence of dj ,, or more precisely

(18) tl_l)r(r)lo?long’k(t)z—gapN’k.

The mixing time and spectral gap are related to one another by the following relation valid
for ¢ € (0, 1/2) (cf. [27], Theorems 12.4 and 12.5):

1 1 N ko 1 ( 1 )
19 1 — )<t " < 1 ,
( ) Og( ) — mix (8) - gapw Og

gap“A’,’ X 2¢ Nk ETTmin

where

Tmin = _Min ﬂﬁk(%—)-
E€Qp i

2.3. Results. The main object of the paper is the study of the exclusion process in an
IID environment. On the way to our main result, we also prove bounds on the mixing time,
which are valid for an arbitrary environment (wy )7, Which satisfies minimal assumptions.
We present these results first.

2.3.1. Universal bounds for the mixing time on the exclusion process. We assume with-
out loss of generality (by symmetry) that k < N /2. We prove that the mixing time grows at
least linearly with the size of the system and at most exponentially. Both results are in a sense
optimal (see the discussion in Section 2.5. below).

PROPOSITION 2.1. Only assuming o = (wy)rcz € (0, D%, for any k € [1, N/2] and
N > 2, we have

1
Nk,
Furthermore, if ky is a sequence such that
201 ky <N/2 and lim ky = o0,
N—o00

we have for any € > 0, for N > Ny(¢) sufficiently large for any w = (wy)rez € (0, DZ,

mix

1
22 (Nkveq ey s N,
(22) (1—-¢)> 30
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For the upper bound, we require an assumption similar to (3), that is,

(23) VxeZ, wyela,l—al

PROPOSITION 2.2.  Only assuming that the sequence (wy)xcz satisfies (23), for all N >
2 and all k € [1, N /2], we have

1— —N/2
(24) gap%,kzaN—sz,krl( “) ,

and as a consequence for all € € (0,1/2),

N ko —1 a2 a\N2 |l -«
(25) ti (&) <a N7 Q| — log|Q2n x| + Nklog " —loge ).

2.3.2. Mixing time for the exclusion process in a random environment. Let us now intro-
duce our main results concerning the exclusion process in a random environment. We assume
that (3) holds, and that (recall (5))

(26) Ellog p1] <0, Aap<oo and 1<k<N/2.

Using the various symmetries of the the system (between left and right, particles and empty
sites, etc.), the assumptions E[log p1] <0 and 1 < k < N/2 entail almost no-loss of general-
ity, the only case being left aside is a recurrent environment (i.e., E[log p1] = 0). Assuming
that E[log p1] < 0, the assumption Ap < oo is equivalent to Plw] < 1/2] > 0. In particular,
it implies that the environment distribution is nontrivial. The case P[w; > 1/2] =1 has been
addressed in [35] and is discussed in the next section.

In order to get a better intuition on the result, let us provide a description of the equilibrium
measure. We introduce the event A, C Q2  that the leftmost particle and rightmost empty
site are at a distance smaller than r of their respective maximal and minimal possible values:

27) A ={§€Qni:Vxe[I,N —k—r],Ex)=0;Vx >N —k+r,&(x)=1}.

The following result tells us that the mass of 7y x, is essentially concentrated at a finite
distance of the configuration &pax with all k particles packed to the right (see (45)).

LEMMA 2.3.  Under the assumptions (23) and (26), we have

(28) lim  inf  E[rf (4] =1.

r—0oQ0 >
ke[1,N/2]

Our first main result is that if the environment satisfies the assumptions (3) and (26), the
system relaxes to equilibrium in polynomial time. In other words, tnl\{if’w grows like a power
of N with an explicit upper bound on the growth exponent. In order to describe our explicit
bound, we need to introduce the function F', which is the log-Laplace transform of log p1,

that is,
(29) F(u) :=logE[p{].

The assumption (3) ensures that F'(u) < oo for every u € R. As the log-Laplace transform
of a nontrivial random variable, F is a strictly convex function (as can be checked using
Holder’s inequality). It satisfies F'(0) = F' (1) = 0 (see Figure 2).

Since V¢ is, up to a small modification, a sum of IID variables with the same distribution
as log p1, the function F is used to compute the large deviations of V¢, and in particular to
determine the geometry of the deepest potential wells. Given a sequence of events (Ay)y=>1,
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F

FI1G. 2. A graphical description of the function F (u) with only two zeros atu =0 and u = X.

we say that Ay holds with high probability (which we sometimes abbreviate as w.h.p.) if
limy_, oo P[Ax] = 1. Given a sequence (BN.k)N=1ke[1,N /2] WE say that By x holds with
high probability if

li inf PP[B =1.
N1—r>nooke[[llr,lN/2]] [Br.i]

We are now ready to state the result.

THEOREM 2.4. Under the assumptions (3) and (26), then with high probability we have

3ug+2 4 dugt2 o100 1w |4 0g4—3l0g3
Flugl (2108 g4-3log3)
mix 0 N) N IFo o ,

| F (uo)

where ug is the point at which F attains its minimum.

(30) Noko - 80kNa—1<

Our second result provides a lower bound for the mixing time, which depends both on N
and k.

THEOREM 2.5. Under the assumptions (3) and (26), there exists a positive constant
c(o, P) such that w.h.p. we have
(31) (VKO > e max{N, N7 (log N)™ 7, kN 2 (log N) =20+,

2.4. Comments on the uniform ellipticity assumption and possible extensions of our
method. As mentioned earlier, the assumption of uniform ellipticity of the environment (3)
has been taken to make our life simpler, and to make the some of the arguments easier to
expose. For instance, Proposition 2.2 which is used in the proof of Theorem 2.4 would need
to be replaced by a more intricate statement if one allows for w, taking values in (0, 1].
On the other hand, we believe that our results still hold provided if only (26) is satisfied.
This assumption in particular implies that E[p{'] is finite for some u# > 0 but one may have

Ellog p1] = —o00. More precisely, if only (26) holds, one should have trlr\:if’w < N€ for some
C depending on the distribution, and Theorem 2.5 should still holds.

The proof of Theorem 2.5 uses the ellipticity assumption only marginally, and generalizing
our proof does not present much difficulty (apart from the hassle of adapting the definition
of V® in the case when the value 1 is allowed). Ellipticity plays a more substancial role in
the proof of Theorem 2.4. Since our approach is based on the hitting time of the maximal
configuration (see Section 6), one can use a comparison argument and assume that o takes
value in [o, 1] and consider @ := (wy A (1 — ¥)),ez (we have E[logp1] € (—o0,0) if y
is taken sufficiently small). The potential V® then behaves, up to a small correction, like a
random walk with negative drift, whose increments are in L! and whose tail distribution at
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+o0 are subexponential (this last point comes from Ap < 00). This is sufficient to ensure that
Proposition 3.4 holds for V® which is the essential point to make the proof work.

Finally, let us mention that the method presented below could in principle be adapted to
prove an estimate on the mixing time for the exclusion process in a Sinai type environment,
that is the case when E[log p1] = 0 and E[(log ,01)2] < 00. In that case, we expect that the
mixing time of the simple exclusion process in such random environment satisfies w.h.p.,
(32) exp(c(a, P)V'N) < 1859 < exp(C(a, P)VN).

This is due to the fact that in that case, the potential’s scaling limit is given by a Brownian
motion and the deepest potential trap is of order v/N. The two bounds in (32) can be obtained
by adapting the methods used to derive Theorem 2.4 and Theorem 2.5, respectively.

2.5. A short review of related results.

2.5.1. Mixing time for the exclusion process in a homogeneous environment. The mixing
time of the exclusion process on the line segment has been extensively studied in the case
where the sequence w is constant, that is, @ = p. In that case, not only the right order of
magnitude has been identified for the mixing time, but also the sharp asymptotic equivalent.
In the case of the exclusion with no bias, that is, p = 1/2 (the simple symmetric exclusion
process), it was shown in [1] that the mixing time for the exclusion process on the segment is
of order at least N2 and at most N 2(log N)2. It was later established (see [39] for the lower
bound and [24] for the upper bound) that if ky satisfies (21), we have

(1+o0(1))
(33) NN () = - N’logky.
In the case where the walk presents a bias, that is, p # 1/2, it was shown in [3] that the
mixing time is of order N. This result was refined in [22] by identifying the proportionality

constant, showing that if k satisfies limy_. oo ky/N = 6, then

(«/5+\/1—9)2N
12p — 1 '

The case where p is allowed to depend on N was investigated in [23, 26] where the order of
magnitude and the sharp asymptotic of the mixing time were respectively determined. Note
that in (33) and (34) the asymptotic behavior of tI]rvli’)fN (¢) does not display any dependence
on ¢ at first order. This implies that dy x,, (t) abruptly drops from 1 to O on the time scale
N2 logky and N, respectively. This phenomenon, called cutoff, is expected to hold for a
large class of Markov chains; we refer to [27], Chapter 18, for an introduction.

Let us also mention that the mixing time for the one-dimensional exclusion process has
also been investigated for a variety of different boundary conditions. We refer to [25] for
a sharp estimate of the convergence profile to equilibrium for the periodic boundary condi-
tion in the symmetric case and to [13] (and references therein) for the study of a variety of
boundary conditions, with or without bias. The case of higher dimension has also been con-
sidered (see, e.g., [29]) where the order of magnitude of the mixing time is determined up to
a constant.

(34) NV (6) = [1 4 0(1)]

2.5.2. Mixing time for the random walk in a random environment. 1In[12], the case of the
mixing time for a random walk in the segment with a transient random environment (which
corresponds to the case k = 1 in the present paper) was investigated. It is shown that whenever
Ap > 1 then

(35) N1 () = [1 + o(H]NE[Q?[T]],

mix
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where T'” is the first hitting time of 1 for the random walk in a random environment o starting
from 0, Q% is the law of the random walk defined in (2) and [E is the expectation w.r.t. the
environment (more precisely the result in [12], Theorem 1.6, concerns the lazy discrete time
random walk, and for this reason displays a factor 2). When Ap < 1, it is shown that the
mixing time is of a much larger magnitude but cutoff does not hold (for a technical reason the
last statement about cutoff requires an additional nonlattice assumption on the distribution of
log p1). More precisely, for Ap < 1 we have
N,l,w

(36) im &M (®) _ 1

N—oo  logN AP
The asymptotic N !/*#+o(1) corresponds to the time that is required to overcome the largest
potential barrier present in the system, whose height is of order (1/1)log N.

2.5.3. Mixing time for the exclusion in a ballistic environment. In [35], the mixing time
trlr\lli’f’v " was investigated under the assumption that 0 < liminfky /N < limsupky/N < 1
and Ap > 1. Three different cases are considered. The following results hold with high prob-
ability w.r.t. the environment law P:

e When essinfw; > 1/2, it is shown that the mixing tr]:i’fN *“ is of order N, by a simple

comparison with the case of homogeneous asymmetric environment.
e When essinfw; < 1/2, it is shown that there exists a positive § such that the mixing time
satisfies tgi’f"”w > NI+3,
e When essinfw| = 1/2, it is shown that
(37) 1]ivminftn’YifN’“’(e) /N=00 and tY*®)<CN(logN)?,
—> 00

mix

together with a quantitative lower bound if P[w; = 1/2] > 0.

2.5.4. Other perspectives concerning the exclusion process and random environments.
The exclusion processes with other types of random environments have also been consid-
ered in the literature. One possibility is to consider a random environment on bonds instead
of sites. A particular choice, which makes the uniform measure on Z reversible for the ran-
dom walk, is the random conductance model. In that case, the mixing property of the system
strongly differs from the model considered here: the equilibrium measure is uniform on Q2
so that there is no trapping by potential. It is expected that for a large class of environments
in that case the mixing properties are very similar to that of the homogeneous system. The
hydrodynamic limits of exclusion processes with bond-dependent random transition rates
have been studied in [7, 16] (see also [8] for a recent work going slightly beyond the random
conductance model).

The papers [5, 30] study the mixing properties of the simple exclusion process with k
particles on an arbitrary conductance network, that is, an arbitrary connected graph G =
(V, E) with N vertices and bond dependent symmetric jump rates @ = (@, )ccg With @, > 0
for all e € E. In [5], it is shown that the spectral gap associated with the process is given by
that of the associated simple random walk, while in [30] the mixing time of the system is
compared to that of an individual particle, showing the existence of a universal constant C
such that for any k € [1, N — 1], G and w,

N, k,w N,l,0
Lo <Ct. " logN.

Another corpus of work has been considering the (homogeneous) exclusion process itself as
a dynamical random environment, which determines the transition rates of the random walk.



398 H. LACOIN AND S. YANG

The asymptotic behavior of a random walker in this setup is studied in [14, 15], and the
hydrodynamic limit for the exclusion process as seen by this walker is studied in [2]. In a
more general setup for the jump rates of the walker, an invariance principle about the random
walk when the exclusion process starts from equilibrium is studied in [17].

2.6. Interpretation of our results and conjectures.

2.6.1. Comments on Propositions 2.1 and 2.2. The asymptotic for the mixing time for
ASEP in homogeneous environment (34) shows that the lower bound of Proposition 2.1 is
sharp up to a constant factor. A perhaps surprising observation is also that (22) is not true
without the assumption that ky goes to infinity, even if 1/30 is replaced by a smaller constant.
In fact given ¢ < g9, one can find N and w such that tgi’xl’w(l —¢&) < Ns.

However, the constant in our bounds (20) and (22) are clearly not optimal. Let us state now
a natural conjecture. We believe that if limy_. o ky/N =6 € (0,1/2], and wy € [o, 1 — «]
for all x € Z (with the possibility of having & = 0) then the mixing time should be minimized
in the case where the environment is homogeneous and taking an extremal value, that is either
w=aor w=1— «. This is to say (cf. [22], Theorem 2)

(VO 4+ /T=0)2
1 -2« '

One can obtain counterexamples to (38) in the zero density case by considering the case
wx =1 — o in the first half of the segment [1, N] and w = « in the second half of the
segment, and ky diverging to infinity such that limy_, o kx/(log N) = 0. In that case, with
some minor efforts one can show that the mixing time is asymptotically equivalent %
(which is half of the lower bound in (38)).

Proposition 2.2 can also be shown to be sharp within constant in the sense that there exists
a constant Cy, and for given N and £ it is always possible to construct an environment @ such
that

N Y
(38) 111vr1_1> 1glof ﬁtmix N

(I1-¢)=>

(39) gapy = e V.

When only assuming (23), we conjecture that the best possible lower bound on the spectral
gap when limy_, o0 ky /N =6 € (0, 1/2] is the following:

log gap% 1—-06 1—
(40) liminf  inf 88PNy _ _(170) 10g( “).
N—00 w:[1,N]r[a,1—a] N 2 o

This conjectured liminf is reached asymptotically by the environment
(41) oy =alix<ny + (1 —o)lx=n/2).

Let us briefly justify this, and we point to Figure 3 for a graphical explanation. The system of
particles within [1, |[N/2]] and [1 + [N /2], N] mixes rapidly (see [22]). Using a decompo-
sition argument (see [18]), one can reduce the study of the mixing time to that of the reduced
chain, which only tracks the number of particles in each half of the segment (this is a birth
and death chain). The transition rate for that chain is rather explicit: a particle moves from
left to right with rate of order (ﬁ)N /24 where a is the current number of particles on the
left half, while a particle moves from right to left with rate of order (ﬁ)N (1/2=0)+a At
equilibrium, one has 6 N /2 4+ O(1) particles sitting on the right and 6 N /2 4+ O(1) particles
on the left. The spectral gap of the above birth and death chain can be shown to be of order
(&)N (1=6)/2 " which corresponds to the largest effective potential barrier encountered by
particles on their way to equilibrium.
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F1G. 3. When we have a = 0N /2 particles on the left, the rightmost of these particles has to overcome an
effective potential barrier of height A, := (% —a)log %. This barrier becomes higher when a approaches the
equilibrium value, which is ON /2.

2.6.2. Comments on Theorems 2.4 and 2.5. Our paper brings a complement to the results
in [35], in the case when essinfw; < 1/2. First, it provides a complementary upper bound
result, which shows that the mixing time in transient environment always scales like a power
of N, even in the nonballistic case Ap < 1.

Second, it provides a more quantitative lower bound. In (31), the mixing time is bounded
from below by the maximum of three quantities. Each of them corresponds to a different
mechanism, which prevents the mixing time to be lower than a certain value.

e Mass transport cannot be faster than ballistic: What is exploited in Proposition 2.1 is that
particles cannot move faster than ballistically (and this is independent of the choice of w),
so that the time required to transport the mass of particles to equilibrium has to be at least
of order N. This idea is already present in [3].

e Individual particles may be blocked by traps in the potential profile: As soon as essinfw; <
1/2, the potential profile V' is nonmonotone and will display energy barriers. It is known
since [19] that these energy barriers can slow down particles to subballistic speed when
Ap < 1 by creating traps that will require a long time to be crossed. This is the mechanism
that was used to identify the mixing time in case of a single particle in [12] (recall (36)),
and it corresponds to the time needed to cross the largest trap in the potential. This yields
the second term in (31).

e Potential barrier may also create bottleneck for the flow of particles: The third mecha-
nism, which was partially identified in [35], is that potential barrier also limits the flow
of particles throughout the system. The limitation on the flow does not correspond to the
inverse of the time that a particle needs to cross the trap, but rather to the square root of
this inverse. The reason for this is that when particles are flowing through the system, the
particle are “filling” half of the potential well, so that the remaining potential barrier to be
crossed is halved. This reasoning yields the third term in (31). We refer to Figure 7 for a
graphic illustration.

We believe that the three mechanisms described above are the only limiting factors to
mixing, and thus that the lower bound given in Theorem 2.5 is sharp as far as the exponent is
concerned. Let us formulate this as a conjecture. Let us assume that ky satisfies

logkn
m =
N—oo log N

B.
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FI1G. 4. The phase diagram for the exponent of the mixing time (the lower bound is proved rigorously and
the upper bound is only conjectured). The transition between the blue and red (hatched) regions of the diagram
corresponds to the transition of the RWRE from the ballistic phase to the transient-with-zero-speed phase. A third
phase represented by the white region appears when one considers a large number of particles; in this phase, the
main limitation to mixing is the flow of particle through the deepest trap.

and then we should have the following convergence w.h.p.:

N, kn
(42) lim %:ma)((l,l,i-l-ﬂ).

N—oo logN A 2M
We refer to Figure 4 for the phase diagram concerning the conjectured exponent of the mixing
time.

In particular, this means that when 8 < 1/(24) then the mixing time of the exclusion
process on the segment coincides (as far as the exponent is concerned) with that of the random
walk in the segment.

Since identifying the order of magnitude of the mixing time is a very challenging task,
proving cutoff type results for the process seems currently out of reach. However, the nature
of the mechanism that determines the mixing time presented in Figure 4 can allow to guess
whether cutoff should hold or not. When in the “ballistic regime” or in the “flow limitation
regime,” we believe that the system should display cutoff while in the ‘one particle limitation”
regime, no cutoff should hold. This is because in the latter case, the mixing time of the system
is determined by a single event, which takes a lot of time (namely, the time for the last particle
to exit the deepest potential trap in the system), while in the other cases, what leads to mixing
(either ballistic travel or flow of all the particles through a trap) can be decomposed into a
diverging number of small steps. This prediction is in line with what occurs in the case of a
single particle [12].

Organization. Section 3 is devoted to some technical preliminaries including the particle
description, equilibrium estimates, partial order, a graphical construction and a composed
censoring inequality.

Section 4 is devoted to universal lower and upper bounds on the mixing time for all random
environments, that is, the proofs of Propositions 2.1 and Proposition 2.2.

Section 5 is devoted to lower bounds on the mixing time, which is Theorem 2.5. There are
three bounds to prove: one of them is a consequence of Proposition 2.1, the other two are
presented as two distinct results (Proposition 5.1 and Proposition 5.2) and proved in separate
subsections. The first bound relies on controlling the displacement of the leftmost particle
while the other is based on a control of the particle flow.

Section 6 is concerned with the upper bound on the mixing time (Theorem 2.4). The proof
is based on an application of the censoring inequality and of our upper bound from Proposi-
tion 2.2: blocking the transitions along carefully chosen edges (in a way that varies through
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time) we guide all particles to the right of the segment (where they are typically located at
equilibrium) in polynomial time.

Comments on notation. We use c(«, P) and C (o, IP) to stress that the constants ¢ and C
depend on « and the law of the random environment w.

3. Technical preliminaries.

3.1. Partial order on Q. Given& € Qy , we define € : [1, k] — [1, N] as an increas-
ing function, which provides the positions of the particles of & from left to right:

(43) E()=x] <= {&x)=land ) Ex)=iy.

y=1

We introduce a natural partial order relation “<” on Qy x X Qn x as follows:
(44) E<n & (VYie[l,k],£G) <n@)).

Informally, £ < n means that the particles in the configuration 5 are located “more to the
right” than those of &. Let £nax and &y denote the maximal and minimal configurations of
(Qn k, “ <7), respectively, given by

(45) Emax 1= 1{N—k+1§x§N} and  Epyip = l{lgxfk}-

This order plays a special role for our dynamic (o*f),zo, and the next two subsections provide
tools to exploit this link.

3.2. Canonical coupling via graphical construction. Let us present a construction of a
grand coupling for the exclusion process on the segment [1, N], which has the property of
conserving the order defined above.

To each site x € [1, N], we associate an independent rate 1 Poisson clock process

(Ti(x))[zl (the increments of the sequence (Tl.<x))l~21 are IID exponential variables of param-

eter 1) and an independent sequence of 1ID variables (U i(x)) i>1 with uniform distribution on
[0, 1]. These variables are independent of the environment @ = (wy)yez, and the trajectory
(af),zo for each £ is a deterministic function of (Tl.(x), Ul.(x)),-zl’xé[[l,N]]. In the remainder of

the paper, P denotes the joint law of (Ti(x), U i(X))iZ 1.xe[1,n]- and E denotes the corresponding
expectation. Let us also introduce a natural filtration (F;);>¢ in this probability space setting
(46) io(x, 1) :=max{i > 1: T <1}

with the convention that max @ = 0 and set

(47) Fro=0(T, UM x e Z,i <ip(x,1)).

Now, given 1 <k < N — 1 and an initial configuration £ € Qp , we construct the trajectory
(o,é),zo as follows:

€)) (o,s),zo is cadlag and may change its value only at times Tl-(x), xe[l,N]andi>1.
(2) We construct the trajectory starting with ag = £ and modifying it sequentially at the up-
§

date times (Ti(x))izl, xe[1,n]- For instance, if t = Ti(x) we obtain a,“‘&’ from o; as follows:

(A) fUY <w,,x <N—1,0; (x)=1ando; (x+1)=0, then o; (x + 1) = 1 and
of (x) =0 (and o7 (y) = 0} () for y ¢ {x,x + 1}).
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B) If U™ > w,, x >2,0f (x)=1and of (x — 1) =0, then o, (x — 1) = 1 and

of (x) =0 (and o7 (y) = 7 (y) for y & {x — 1, x}).

(C) In all other cases, o,é = o*i.

It is elementary to check by inspection that the above construction results indeed in the
Markov chain with generator L%, ;. Note also that our process is adapted and Markov with
respect to the filtration (F;);>0. In the same manner, the reader can check that it preserves
the order in the following sense.

PROPOSITION 3.1.  For the coupling constructed above, we have for all £, &' € Qy i,

!/

(48) E<g = PMV=00 <o ]|=1

3.3. Composed censoring inequality. We are going to use a variant of the censoring in-
equality introduced by Peres and Winkler [31]. Let Ex = {{n,n+ 1} :n € [1, N — 1]} be the
set of edges in [1, N], and a censoring scheme C : [0, co) — P(Ey) is a deterministic cadlag
function where P (E ) is the set of all subsets of Ey.

The censored chain (atg ’C)tzo is a time inhomegenous Markov chain, with a generator
obtained by canceling the transitions using edges in C(z),

N-1
C,

(49) LGWOE) =Y r(EE T L canygean[FET) = £,

x=1
where r® (&, 5"”‘“) is defined in (10). We let Ptc be the associated semigroup (the solution
of 9; P; = P;Efv’fk with initial condition given by the identity). The censoring inequality [31],
Theorem 1, states that if one starts from an extremal initial condition, censoring delays the
mixing in the sense that (recall (45))

(50) | PE Gmin, ) — 7 |py < | P Gmins ) — 7 | pys

and furthermore, the result provides some additional information, namely that Ptc (&min, +) 18
stochastically dominated by P; (Emin, -) (to see that the exclusion process fits the setup in [31],
one uses the height function representation, and the full details are provided in [24], Section
A.2), so that in particular,

(51) Pi (Emin» Emax) = PE (Emins Emax)-

This yields the following consequence.

PROPOSITION 3.2. For any & € Qn ;. and any censoring scheme C, we have

(52) Py (Ev gmax) = ch(sminv gmax)-

PROOF. Proposition 3.1 implies that Py (€, Emax) = Py (Emin, Emax) and (51) allows to con-
clude. I

We consider modified censored dynamics, where on top of censoring, at fixed time, we
replace the current configuration by one, which is lower for the order > by moving some
particles to the left. For the application we have in mind, we can consider that these re-
placements are performed deterministically (although the result would hold also for random
replacements).
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Let (s;) 1-1:] be an increasing time sequence tending to infinity and let (Q; )i’:1 be a sequence
of stochastic matrices on Qy x such that for all £ in Q x there exists &’ (depending on & and
i) such that

£ <&,
(53) Qi(5.€) =1,
Qi(,8")=0 wheng” #£¢&".

The stochastic matrix Q; is simply a mapping between configurations, which sends & to a
lower configuration £” deterministically. We consider P; the semigroup defined by

Py=1d,
(54) P =P LE ifr ¢ (s},
Py, = P Q.

PROPOSITION 3.3. For any choice of (s,-)ilzl, (Qi)l.I:1 and C, we have for all t > 0,

(55) Pt(gmin, Smax) = ﬁz(gmin’ Smax)-

PROOF. In view of Proposition 3.2, it is sufficient to prove that

Ptc (émim Smax) = ﬁt(g‘-min» Smax).

We perform a graphical construction of two dynamics on the same probability space, us-
ing the same auxiliary variables (Ti(x) , Ui(x))izl’ xe[1,N] to construct both trajectories. The
two dynamics are (Etmi“),zo—with transition probability ﬁt and initial condition &,;,—and
(G,min’c) 1>0—the censored dynamics with the same initial condition. The construction is as
follows.

For (a,mi“’c)tzo, we use the procedure given in Section 3.2 as for (af )i>0 (for & = &nin)
with the following added requirement for the transitions: {x, x + 1} ¢ C(¢) in the case (A) and
{x,x—1} ¢ C(¢) in the case (B). For (&,mi")tzo, we use the same procedure as for (Jtmin’c),zo
but with the addition of new deterministic jumps in the trajectories at times (s;)ies. More

precisely, if £ = s;, ™" is determined from &™" as the unique element of Qy 4 such that

(56) Q;(5min Fmin) — 1,

We have by definition 56““’ = aén in,C’ and it can be checked by inspection that all the tran-
sitions are order preserving (this is a property of the graphical construction when ¢ ¢ {s;} 1.121
and a consequence of (53) for the special values ¢ € {Si},-Izl)- O

3.4. Equilibrium estimates. Recalling (29) let us define

(57) K= F'(h) = E[p{ log(p1)] > 0,

and set

(58) AVEN = max (V(y) = V(x)).
I<x<y<N

The literature on the subject of random walks in a random environment contains very sharp

information concerning AV#{A,{V , and the length of the corresponding trap (see [12]). In par-

ticular, it is known under quite general assumptions that |AVn‘fé)’(V — % log N| displays random

fluctuations of order 1 and that the corresponding traps are of a length ﬁ log N at first order.
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For the sake of completeness, we include a short proof of the following nonoptimal result,
which is sufficient for our purpose. Set

3ug+ 2

(59) an = [ log N],
| F(uo)|

where u is the point at which F attains its minimum.

PROPOSITION 3.4. For any fixed € > 0, we have

1 1
(60) lim P[—<j> loglog N < AVl — ~logN < € loglog N] —1.
N—00 A A

max

Furthermore, we have

6 lelgnoop[lsxmgayng(V(y) —V(x)) = —3log N] =0.
Yy=XZgN

In particular, with high probability w.r.t. the environment law P we have

Ve,ye[I,N], {Vi) -V =AVaNY = {(y—x) <qn).

PROOF. At the cost of an additive constant on our bounds (which we omit in the proof
for readability), using our uniform ellipticity assumption we can replace V (y) — V (x) in the
definition of (58) by a sum of IID random variables, setting V(1) = 0 and

M
(62) > logp::=V(y) = V().
z=x+1

By definition of A, M, = (]‘[ﬁz1 (,ox)k)nzl is a martingale for the filtration G, := o (wy, x €
[1,n]). Using the optional stopping theorem at T4 := inf{n, M,, > A} and using that

1 —a\*

(63) o
lim M, =0,
n—oo
we have for any A
1/ a \ " 1
64 - <P P>Al<—.
(4 A(l—a) = [?ﬁf‘g(p") - }‘A

The bound above can be used to obtain the upper bound on AV via a union bound using
translation invariance

- - 1
IP>|: max V(y)—V(x)> XlogN + EloglogN}

I<x<y<N

N
- - 1 £
< P \% -V > —log N + —loglog N
(65) _x; [I;lg (") = V(x) = - log N + - loglog ]
- A e —&
SNIP’[maXH(px) > N(logN) } < (logN)
n>1 fuliet

Before proving the corresponding lower bound, let us move to the proof of (61). Again using
translation invariance and union bound, it is sufficient to show that

(66) hm NIP’[maX Zlogpxz 310gN} 0.

N—o0 n=gn
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We use Doob’s maximal inequality for the martingale ¢~"f ®0) [Ti—;(px)"0. Since F(ug) <
0, we have

n
P| ma o > 3o
|:nzq)1\(/)£[l(pX) > }

(67) )
< P|:maxe_nF(”") l_[(px)uo > N—3M()e—4NF(M0)i| < N3uopqn Fluo) < N—2

n>1 =1

This is sufficient to conclude the proof of (61). Note that as a consequence of (64) (lower
bound) and (67), we have for N sufficiently large

n A
(68) P[l max [](p)* = N(log N)_(1+€):| > 1(%) N~ (log N)'*e.

<n< -
<nsqn -} 2

As a consequence of independence, we have

P[V(i, D el INfan] —1] % [1.gx] :

- . - logN — (1 +¢)loglog N
(69) Vg + ) — Viigy) < —=2 T e }
A N —1
5(1 —%(1 ‘ > N—1(1c>gN)<1+*'f))L " < emclloeN)",
—

This yields the lower bound in (60). [

PROOF OF LEMMA 2.3.  We use the same argument as in the proof of the rougher bound
[35], Lemma 4.1. We reproduce it here for the sake of completeness. For & € Qy x, we define
the positions of its leftmost particle and rightmost empty site to be respectively

Ly k(&) :=inf{x € [1, N] : §(x) =1},

(70)
Ry k(§) :=sup{x € [1, N] : §(x) = 0}.

Then
7 (AY) <78 (L&) < N —k —r) + 7% (Ry k(€)= N —k +7).

Let us bound the second term, and the first one can be treated in a symmetric manner. More-
over, we have

(71) i RNxE) = N—k+r)= > wp(Lyi=x,Ryi=y).
xe[1,N—k]
yE[N—k+r,N]
Furthermore, we recall that £*-¥, defined in (9), denotes the configuration obtained by swap-
ping the values at sites x, y of the configuration &, and observe that the map & — &%V is
injective from {§ € Qn x : Ly x(§) = x, Ry x(§) = y} to Quy k. Then we have

N k(L k=X, Ry =y) = > iy ()T

:L =x,R =
(72) {§:Lnk(E)=x, Ry k(§)=Y}

Vv L L2 pe-vew
o



406 H. LACOIN AND S. YANG

Now by the law of large numbers applied to a sum of IID variables, we have

lim  inf P[V(x,y)e[[l,N—k]]x[[N—k+r,N]]:

r—00 N>1

(73) ke[1.N/2]

Ve(y) — VP(x) <

(y —x)E[logm]] _q
3 =1.

Moreover, since

Z E[log p11(y—x) e]E[log p1lr/2
e 2 <

- — ¢Ellog p11/2y2

xe[1,N—k] (1-e )
yE[N—k+r,N]
we have
l—« Ellogpy], _5 Ellogplr
i i @ >N — < — 2 2 =

(74)  lim Ibr;fl P[NN,k(RN,k(S)_N k+r)< - (1—e ) e ] 1,

ke[1.5]

which concludes the proof. [
4. Bounds for the mixing time with arbitrary environments.

4.1. Proof of Proposition2.1. In this proof, we only assume that w, € (0, 1) for all x € Z.
We look at the variable
N

m(E) =Y xE).

x=1
Note that m(§) € [k(kjl), k(ZN;kH) ]. We assume that

k(N +1
wiu(me= ") 20
(the other case can be treated symmetrically). Now, since at all times, each particle jumps to

right with a rate which is at most one, starting from &, (we write J,mi“ for J,S"“i" to lighten
the notation) we have

k(k+1
<g+kl.

- 2
As a consequence of Markov’s inequality, we have

P|:m(o_tmin) > W} _ P[m(atmm) B k(k2+ b k(NZ— k)}

(75) E[m(o™")]

(76) 2t

=< AT 1N
T (N —k)
which is smaller than 1/4 if t < N/16.

When the number of particles goes to infinity, we use the same kind of reasoning but
adding concentration estimates for m (&), under the equilibrium measure nﬁ’ « (which is de-
noted simply by 7 in this proof for readability). Let us prove that
(77) Var, [m(£)] < N°k.

To this end, we introduce the filtration (g,-)?’: | defined by G; := 0 (§(x),x € [1,i]), and
consider the martingale

(78) M; := Ex[m(8)IG:],
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where E[-|G;] denotes the conditional expectation under 7. We have by construction

N

(79) Varg [m(§)] =) Var(M; — M; ).
i=1

Now, we are going to show that

(80) Var(M; — M;_y) <7 (& = 1)(N —i)?,

which implies (77). To prove (80), we are going to show that for any x € {0, 1}1~1 with at
most k — 1 ones and at most N — k — 1 zeros, the quantity

@D A = Ex[m@lEpio1y = x. §@) = 0] — Ex[m@©)I&p.i17 = 1. §0) = 1]
satisfies
(32) 0<Ai(x)<N—i.

Note that we have

i—1 N
(83) Ex[m@\&pi—p=x]=D_xx(x)+ T NI o (szoc)),
x=1 r=

X=i
where if ] is a segment on Z and k" < |I|, w{’,, denotes the equilibrium measure for exclusion
process on I with k' particles and environment w. For this reason, it is sufficient to prove (81)

for i = 1, and arbitrary k (not necessarily assuming k < N /2). Hence, we need to prove that
for N> 1andk € [1, N — 1] we have

(84) 0<Ez[m@&E1) =0] = Ex[m@&)|(1) =1] <N — 1.

To prove this, we observe that there exists a probability IT on Q?\, ¢ With marginals 7 (-|§(1) =
0) and 7 (-|€(1) = 1) such that

N
(85) I (Z L oe2eo) = 2) =1

x=1

(meaning that gl(x) =£ 2(x) except at two sites, 1 and another random site). With this cou-
pling, we have

N
Ex[m©)]E(1) =0] — Ex[m@&)]s(1) =1] = H[Zx(sloc) - 52<x>)],

x=1
which yields (84). The coupling IT can be achieved using the graphical construction: we
define (Sll)tzo and (é,z)tzo starting with initial configuration 1f ;41 and 1p 4], respec-
tively, and evolving using the graphical construction with the edge {1, 2} censored (recall
Section 3.3). The dynamic conserves the number of discrepancies and 7 (-|£(1) = 0) and
w(-]€(1) = 1) are the respective equilibrium distributions of the marginals, so that any limit
point of P[(Szl, Etz) € -] (existence is ensured by compactness) provides a coupling satisfying
(85).

Now to see that (82) implies (80), we simply observe that, conditioned on the state of the
first i — 1 vertices of the segment, (M; — M;_1) can only assume two values which differ
by an amount A;(x) (cf. (81)). The corresponding conditioned variance is equal to A;( X)2
times that of the corresponding Bernoulli variable, that is,

Ex[(M; — Mi—1)*|&1 117 = ]
(86) =7 (£G) = 11&,i—1) = X)7(EG) = 0l&p 117 = x) Ai GO
<m(&G) = 1Ep i—1) = x)(N — )%
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Then we take the average with respect to &1 ;1) in the above inequality to conclude. Now
using (77) we can assume that for any ¢ there exists Ng(¢) such that for N > Ny(¢) we have

(87) min(7y  (m(§) < Nk/3), 7wy 1 (m(§) = 2Nk/3)] < /2.

Let us assume that the first of these two terms is smaller (the other case is treated symmetri-
cally). To conclude, we must show that for t = % we have

(88) P(m (o) > Nk/3) < &/2.

To check this, we observe that

(89) m(o™") < k(k; i

where N; is the total number of particle jumps to the right up to time 7. Since each particle
jumps at most with rate one, we have for N sufficiently large

+ M,

(90) PN, > 2kt] <¢/2,

which allows to conclude.

4.2. Proof of Proposition 2.2. For the proof of Proposition 2.2, we only assume (23)
and apply the so-called flow method (see [27], Chapter 13.4). A path I is a sequence of
configurations (&, ..., §r|), which is such that r®(§;_1,&;) > 0 for i € [1, |T'|]. For any
given ordered pair (£,&’) € Qu x X Qn k, we assign a path I'z ¢/, whose starting point is &
and ending point is &’.

Using [27], Corollary 13.21, the spectral gap of the chain can be controlled by a simple
quantity depending on the functional (§,&) > T’z z. We say that an unordered pair ¢ =
(6,8} C Qurisanedgeif g(e) := nﬁ’k(é)rw(é, &’) > 0 (note that by reversibility g (e) does
not depend on the orientation). We write e € I' = (&, .. ., &) if there exists i € [1, |T'|] such
that e = {&;_1, &;}. As the chain is reversible, we have then (the factor 1/2 is irrelevant but
appears because we are considering unoriented edges rather than oriented ones)

-1

> nﬁ,k@)nﬁ,k@/)irs,m)

1
O gapl, > (max
(Sf,)GQNkXQN.k:EEFs,s/

e 2q(e)

In the proof, we describe a choice for I'¢ ¢/, which yields a relevant bound for the spectral
gap. Let us fix a state £* € Qy  that has maximal probability, which is such that

92 VO (E*) = min V¢

92) () =, min VO

(we make an arbitrary choice if there are several minimizers). Now to build the path Iz ¢ we
are going to build first a path from & to £* and then one from &£* to &’ and then concatenate

the two.
We can thus focus on the construction of I'¢ ¢+. Let

1 N
m Z=dH(S,é;'*) = 5 Z‘f(x) _5*()6)‘
x=1

denote one-half of the Hamming distance between & and £*. Our first step is to build a
sequence 5(0), L€ (M) which reduces the Hamming distance in incremental steps, that is,
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such that

£O=¢ and £™=¢*
(93) dy (YD D=1 forie[l,m],
dy(ED, e =m —i forie[l,m].

The choice we make for €@, ... £ is not relevant for the result but let us fix one for the
sake of clarity. Let the sequences (x;)/__; and (y;)"_, be defined by

N
X; :=min{x ef1,N]: Z(é‘(x) —*;""(x))+ =i},
x=1

94) N
Vi :=min{y e[, N]: )Y (" () — &), =i}-
y=1

These sequences locate the discrepancies between & and §*. Then we define £® inductively
as being obtained from £ *~ by moving the particle at x; to y;, which is equivalent to setting

i m
ED=ENE Y 1+ Y L)
j=1 J
Finally, our path from & to £* is defined by concatenating paths I'"), i € [1,m], linking
£0=D t0 £ We define ') = (Sél), e, €|(;i)_)’i|) as a path of minimal length |x; — y;| linking
‘Eéi) =£0"D 0 gl(xi,-)—y” = £@_ To define the intermediate steps, let us assume for notational
simplicity (and without loss of generality) that x; < y;. Moreover, let (z j)’j’.zl be defined as
the decreasing sequence such that (we refer to Figure 5 for a graphical description)

(i—1) _
EY N i _I{Zj}?zl'

We then set dj :=y; —z; if j € [1, b] and dp := 0, and define (54(1.));’;1” by setting if dj_1 <
L < dj,

95) g =6 — L)+ L ea ).

In other words, we move the particle at site z; (j > 1) to site z; 1 (with zg = y;) starting
from j =1 until j =b.

e vies)

L) (R)

FI1G. 5. A bold circle represents a particle, and a particle at the same site for the configurations 0D gpg g
is colored black. Otherwise, it is red or blue. (L) A graphical description of the movements of the particle at site
x; of & =1 10 the empty site y; and the numbers above the arrows are the relative order of the movements. (R)

We draw the graph of (¢, V(%'Z(i)))(.
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LEMMA 4.1. For the path collection (I's ¢/) constructed above, we have

1
B := max
e 2q(e)

> iy Gy 1 () ITe /]

(§,6)€QNk X Q2N k€€l ¢

T l—« N/2
<o 'N |QN,k|( ) .
o

(96)

Let us now conclude the proof of Proposition 2.2. By (91) and Lemma 4.1, we have

2 (1—a\7N2
97) gapy ; = aN"7|Qy k|~ < ) .
Observe that
l—«
max (V¥(&)— V?®(E')) <Nklo ,
S’g,egw( &) g
and then
1 — o\ Nk
98 in 7 > |Q —1(—> .
(98) sglszlfvl,kn””‘(é)—| N .kl ”

By (19), we have for ¢ € (0, 1/2),

N/2 1 —
©9) ko) < a—1N2|szN,k|<—°‘) (log Q| + Nklog — & — logs).
o o

mix

PROOF OF LEMMA 4.1. A first observation is that by construction, our paths are of length
smaller than N2. Let e be an edge and (&, &) such that e € [g ¢. By symmetry and taking
away the factor 1/2, we can always assume that e belongs to the first part of the path linking
£ to &*. After replacing T ¢/| by the upper bound and summing over all £, we obtain that
the quantity we want to bound is exactly

7 (&)

1
(100) —— > TN KT L(ENTeg <N 30 ()

24(€) ¢ encay ixoy el o §eQy kel cx

Now let xo(e, &) denote the first end of e, which is visited by the path going from & to &%,
Now simply observing that g(e) is at least « times the smallest probability 7y , of its two
end points, we have

w
(101) ”Nsk@)f sup a1V EIVE,

q(e) %"GF%—’%—*

Hence, using the bound in the sum in (100) we obtain that

(102) log B <loga ' N2|Qu i+ sup V()= V().
E€QN &
E/EFE,E*

To conclude, we only need to prove that for every & € Qu x and §" € ['g g+ we have

, N -«
(103) VE) - Ve = log(— ).

o

This follows simply by inspection from the observations below. They are consequences of
the specific construction of the flow and of assumption (23).
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(i) Inone step of I'¢ ¢+, V varies at most by log(%) in absolute value.
(i) Along the sequence (& (i))l’-”: 1 V(E @y js nonincreasing. Indeed it follows from the
definition of &£* that V (y;) < V(x;).
(iii)) Each concatenated path ' has a length smaller than N (hence each ééi) is within
N /2 steps of either £@ or =) so that we have

max (V(Séi)) — V(S)) <  max I(V(Séi)) _ V(g(i)) A V(S(i—l)))

104 0=<e<|x; ;| T 0<l<|xi—yi
(104) - N1 l—«
— 10 .
-2 g o 0

5. Lower bounds on the mixing time. Theorem 2.5 contains three separate lower
bounds. The first one is a consequence of Proposition 2.1. In this section, we are going
to prove the two remaining bounds, which are restated below as Propositions 5.1 and 5.2,
respectively. The proofs of these propositions rely on the two mechanisms exposed in Sec-
tion 2.6: The potential barrier created by rare fluctuations of V¢ (cf. Proposition 3.4) has the
effect of trapping individual particles and slowing down the particle flow.

5.1. A lower bound from the position of the first particle.

PROPOSITION 5.1.  Assuming (3), (26) and k € [1, N /2], we have with high probability
w.r.t. the environment law P,

(105) N S TN (log NY 2]

mix

PROOF. As a consequence of Lemma 2.3, the probability of finding a particle in the first
quarter of the segment at equilibrium is small. That is, we have w.h.p. with respect to the
environment (recall the notation (43))

(106) iy e (E(D) < N/4) < 1/4.

We are going to compare this probability to the one obtained for the the dynamic starting
with initial condition &p;n. Setting 7, := inf{r > 0: 5/""(1) = z} and using (106) we have for
allt >0,

. N _
(107) d3 (1) = P[&,““(l) < ﬂ — 1 (E(1) < N/4) = 3/4 —Plyja < 1.

In order to estimate the time required for the leftmost particle to reach site N /4, we iden-
tify the highest potential barrier in this part of the segment. We let x; < y; be elements of
[1, N /4] such that (for all choices of x| and y; if there are several possibilities)

VIOD = VO = max  (VOG) = VOw)

We are going to show that for all 7 > 0,
(108) Plry/q <t] <Plry, <t] <e(t+ e’ D7V,
From (108) and (107), we deduce that

(109) Noko o Lovon-ven _y,

2e
and finally as a consequence of Proposition 3.4 (applied to the segment [1, N /4]), we have
w.h.p.,

Ve =V (xl)z)tlogN )LloglogN—HogZO,
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which allows to conclude the proof. Let us now prove (108). Using the graphical construction

(with an enlargement of the probability space to sample the initial condition), we can couple
oM™ with X7 a random walk on the interval [1, yi] with transitions rates given by g5 (cf.

(1)) and starting with an initial distribution sampled from the equilibrium measure n; 1> in
such a way that

Vi <ty,, &M0(1)<XT.
Setting 7y, :=inf{t > 0: XT =y1}, we then have for all r > 0,
(110) Plry, <t] <P[T, <t].

We define the occupation time

t
u(t) ::/O l{yl}(Xf)ds.
We have
E[u(t +1)] > Plu(t + 1) > 1]
>P[%,, <tIP[Vs€[0,11: XZ . =y ]>e 'P[T), <1],

Ty 1

(111)

where in the last inequality we use the strong Markov property. As the process (X7 );>0 is
stationary,

Eut+1]=0+ 1)7[;;,1()’1) < (t+ 1)V On=Vi),
which allows to conclude that

5.2. A lower bound derived from flow consideration. Let us now derive the third bound,
which is necessary to complete the proof of Theorem 2.5.

PROPOSITION 5.2. There exists a positive constant ¢ = c(«, P) such that w.h.p. we have

(113) tNK > kN T (log N) 2040,

To prove the above result, we adopt the strategy developed in [35], Proposition 4.2, by
investigating the flow of particles through a slow segment of size of order (log N) where the
drift of the random environment points to the left. This flow of particles is controlled via a
comparison with a boundary driven exclusion process.

In [35], the slow segment is selected to be such that w, < 1/2 for every site in it. It has
the advantage of simplifying the computation since it allows for comparison with the homo-
geneous exclusion process for which computation has been performed in [4]. Our approach
brings an improvement by selecting the slow segment based on the potential function V.
The relevant quantity that limits the flow is the worst potential barrier that the particles have
to overcome. Proposition 3.4 allows to identify the worst potential barrier in the system. We
let N/2 < x2(w) < y2(w) <3N /4 be such that

w w w w
V() = VO(x2) = N/Zf)g;ayémﬂ(V () = V().
According to Proposition 3.4, we have w.h.p. (for all choices of x; and y; if there are several
possibilities)

1
(114) V(y2) = Vix2) = X(IOgN —2loglogN) and y>—x3 <gn.
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In order to illustrate how the mixing time can be controlled using the flow of particles, we
start with a simple lemma. Let J; denote the number of particles on the last portion of the
segment,

(115) Jo= ) oMh(x).

x>y+1

LEMMA 5.3. Forany ¢ > 0, for all k € [1, N/2| and for every t > 0, with high proba-
bility w.r.t. P we have

(116) dy @) =1~

4E[J;] .
P .

PROOF.  Setting B:={§ € QN k: X y>y,418(x) <k/4}, we have
(117) d o (0) = | PF™ = 70 4 |y = P[0/ € B] — 7 1 (B).

By Lemma 2.3, the second term is smaller than ¢ with high probability w.r.t. P. Concerning
the first term, we have by Markov’s inequality

(118) Plo"" e B]=1—P[J, > k/4] > 1 — AELH

0

Now we can control E[J;] by comparing our system with one in which the particles flow
faster. We consider the state space

(119) ﬁxwz ={&: [x2, y2+ 1] = Z4 : Vx € [x2, y2], §(x) € {0, 1}},

and define an alternative process on . y,- There is no conservation of the number of parti-
cles in this process: the particles follow the exclusion dynamics in the bulk but new rules are
added at the boundaries. If £(x») = 0, then a particle is added at site x, with rate w,,_. At
the other end of the segment, particles can jump from site y; to site y» + 1 without respecting
the exclusion rule (i.e., the site y, + 1 is allowed to contain arbitrarily many particles) and
particles at site y> + 1 remain there forever. We define the generator of the process to be (for
f Q. y, = R)

-1

(L2, 1)@ = > ro(E, e F(E) — £(©)]

7=X2
+ @y -1 Lig (=0} [ f (€ +8x,) — f(©)]
+ @y Lgm =1 [f (G = 8y, +8y,+1) — f(E)],

where r® is defined in (10). We refer to Figure 6 for a graphical description. We let (EtS )i>0
denote the corresponding process starting from an initial condition & € Qy, y,.

(120)

w
Wy —1 Y2
2 ®
‘\ 1—wy  x 1—wy wy 1—ws, x 1—wyy 4
T Ty
T w(\‘ ® T T wl/\‘/—\w wl/\‘ ® T
zg x y z ¥2  yg+1

FI1G. 6. A graphical representation of the boundary driven process: a bold circle represents a particle, and the
number above every arrow represents the jump rate while a red “ X ” represents a nonadmissible jump. In addition,
the site yp + 1 can accommodate infinite many particles and all particles at site yy + 1 stay put.
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LEMMA 5.4.  Let 0 denote the configuration with all sites in [x2, y» + 1] being empty,
and let (ot )>0 denote the chain associated with the generator go starting from 0. Then
we have

(121) J <3+,
where J; is defined in (115).

X2,¥2

PROOF. Note that for a fixed w, the two processes (3,0),20 and (o*tmi“),zo share the same
jump rates in the interval [x;, y2] as can be seen from the comparison of Figure 6 with
Figure 1. The process (8,0) >0 can be constructed together with (crtmin) ¢>0 on the same proba-
bility space using the graphical construction of Section 3.2 with the same clocks (T,,(x) )x.neN

and auxiliary variables (U,Ex)) x.neN for both processes (with the obvious adaptation of the
construction to fit the boundary conditions for (8,0) ¢>0)- It can then be checked by inspection
that under this coupling, for every ¢ > 0,

y2+1
(122) Vx € [x2, y2 + 1] Zamm(z) < Z 5(2).

Since the above inequality is satisfied at = 0, it is sufﬁ01ent to check that it is conserved by
any update of the two processes. The result then just corresponds to the case x = yp + 1. [

The next step is to evaluate the rate at which particles flow through the trap for the
boundary driven process. The following result shows that it can be upper bounded by
e~ AVmax/2(0+0(1) “\where AV is the largest potential barrier. We refer to Figure 7 for a
heuristic explanation.

PROPOSITION 5.5.  There exists a constant C = C («, P) such that for all t > 0 w.h.p. we
have

(123) E[3°(y, + 1)] < tCN ™% (log )20,

AmaxV = AV] + AVy = (1/X)log N : trap depth

minmax(AVy, AVy) = AVmax /2

FI1G. 7. We represent a particle configuration around the potential barrier. The height of a site corresponds to its
potential (and we have drawn V as a piecewise affine function for simplicity). Due to the potential slope, particles
tend to accumulate on the left-hand side of the trap. Since particles partially fill the trap, the effective potential
barrier for particles to overcome to exit the trap is smaller than AVmax (Which is the barrier that a single particle
would have to overcome). It is equal to AV, the potential difference between the right-most particle and the
right end of the trap. The typical time needed for a particle to escape the trap is thus exp(AVy). On the other
hand, when a particle exits the trap, it must be replaced by a particle coming from the left to maintain the flow.
In other words, an empty site must exit the trap on the left, and by symmetry this takes a typical time exp(AV5),
where AVy = AVmax — AVq is the corresponding energy barrier. The flow of particles is maximized when the
rates at which particles enter and exit the trap are equal, and thus, in its “steady state” the trap is “half-filled”
with particles and AVy = AVy = AVmax/2. The time for a particle to travel through the trap is thus given by
eXp(A Vmax/2). Our proof transforms this heuristic into a rigorous upper bound for the flow of particles.
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With Proposition 5.5, whose proof is detailed in the next subsection, we are ready to con-
clude the proof of Proposition 5.2.

PROOF OF PROPOSITION 5.2. By Lemma 5.3 and Lemma 5.4, w.h.p. for P we have

E[G0(y2 + 1]

7
124 d9 () > - —4
(124) N’k()_S X

In view of Proposition 5.5, we can take
1 1 1
t = —kN2 (logN) "2+
5C (log N)
in (124) to conclude the proof. [J

5.3. Proof of Proposition 5.5. Note that Go(yz + 1) is a superadditive ergodic sequence.
To see this, we let ¥ denote the time shift operator on the graphical construction variables.
Recalling (46), we set

x) 770 . () )
(125) 19&((7} Y Uix )er,izl) = (Tijfio(x,s) Uzizo(x s)) i>1-
Now we observe that the graphical construction preserves the order < on x,,y, defined by
»n+l »n+l
(126) £<& ifVx >, Y ER =) E@.
=X =X

Hence, comparing the dynamic in the interval [s, s 4 ¢] with that starting from 0 at time s,
we obtain that

(127) 5+ D= 2+ D+ @08 2+ 1).

Since the time-shift operator 5 on (T, U) is ergodic, using (127) and E[ao(yz + D] <t we
can apply Kingman’s subbadditive ergodic Theorem [20] (continuous time version) to obtain

1
~0 . ~0
(128) B[ 0n+ D] <] fim 5000+ 1)
Letting Ny := Y72 Zx, 05 59(x) denote the number of mobile particles in the system (particles at
site y + 1 which have stopped moving are not counted), we have
(129) G+ D= 3 Inen ).
se(0,1]

Letting (7,),>1 denote the sequence of times at which N; < A;_ (in increasing order), we
have

. 1~0 . n
(130) i, 502 1) =l 2

By evacuating all the sites in [x2, y2] and adding y» — x2 + 1 particles at site y» + 1, we
obtain that for any s > 0 (recall (126))

(131) < [E20n + D)+ v —x2 + 11jy4).

Note that every site in [x2, y2] in the configuration of the right-hand side of (131) is empty.
Running the process for an additional time period of length ¢ on both sides of (131), we obtain
(as a consequence of order preservation)

(132) G 4+ <G+ D+ W08 (241 +y2—x2+1.
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Now as a consequence of (132) we obtain that for any / > yp — x> + 2,
(133) T = Ti—(yp—xo42) + 070 Ti.

Since 7; is a stopping time with respect to (F;);>0 (recall (47)), by the strong Markov prop-
erty v1; o 71 is independent of 77 and has the same distribution. Iterating the process starting
with [ = (r — 1)(y2 — x2 +2) + 1, we obtain
(134) To-Dor-stn+1 =2 T+ + T,
where (Tl(a) ) _; is a sequence of IID copies of 7;. This yields that
1

(135) liminfE >

n—o0 pn T yy—x2+2

E[Ti].

Finally, let us compare (Eto) +>0 With (/);>0 starting from another initial condition, which we
now specify. Let us first choose the number of particles by setting

A(w) :={x € [x2, y2] : V(x) <[V () + V(x2)]/2},

(136)
K () :=#A(w).

We let (6/);>0 be the dynamic with generator (120) and its initial configuration & is ob-
tained by setting 5)(y2 4 1) = 0 and sampling (G(x)) xe[xa,y,] from the invariant probability
measure for the exclusion process on the segment [x2, y2]] with k" particles and environment

(wx)xefx,,y,] (We denote this probability measure by n[‘;’Q vl ) Note that 71[‘;2 VLK is not the
projection of the invariant probability measure for the chain with generator £2  defined in

X2,¥2°
(120), projected onto the segment [x7, y;]. Using monotonicity again, we have

(137)  Ti=inf{t>0:5/(y2+ 1) =1} >inf{r >0:5/(x2) =00r5/(y2) =1} =T".

Now let us observe that until time 7, the process (5/);>0 (or rather, its restriction to [x2, y2])
coincides with the exclusion process on the segment [x2, yz]] with k” particles. Using this, we
can prove the following (the proof is postponed to the end of the section).

LEMMA 5.6. We have

1 V()-Vx))
138 E[T]>—— ¢ 7 .
(39 712 ot =

Let us now conclude the proof of Proposition 5.5. Combing (128), (130), (135) and (137),
for all ¢+ > 0 we have

(02— x24+2) _tn-x0+2)

(139) B[00+ 0] <[ Jim 5000+ 1)) <

E[Ti] - E[T]
Using Lemma 5.6, we obtain
(140) E[E,O(yz + 1] =< t16e2(y2 —xy + Z)Ze_w.
By (114), we have w.h.p.,
(141) E[5(y2 + )] < 116> (qn +2)>N "% (log N) 7.

PROOF OF LEMMA 5.6. With a small abuse of notation, in this proof (,);>0 denotes
the exclusion process on the segment [x7, y»] with k" particles starting from the stationary
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distribution ”f;z, LK Since E[T'] > tP[T’ > t], our goal is to provide a lower bound on
P[7" > ¢t] for some well-chosen ¢ > 0. We define

Bi:={§ € Qa1 §(x2) =0},

By :={& € Qyy,yo) 0 1 E2) = 1.

Using the strong Markov property at 7’ and the fact that jumping rates for particles are
bounded from above by one at every site, we have

PVt e [T, T +1],5/ € BiUB] > e
Using independence as in (111), we have
(143) P[T' <t]<e(t+ Drfl, )0 (Bi1UB).

We now head to provide an upper bound on 71[‘;2 VK (B1). Recalling the definition of A in

(142)

(136), we observe that when & € By, since x, € A and there are k" particles, there must be a
particle in Al = [x2, y2] \ A. Let R(§) be the position of the rightmost such particle

R(E) :=sup{z € AL: () =1},
and set for z € AC
Bi.:={§ € Bi :R(&) =z}
By moving the particle from site z to site xp as in (72), we obtain

— — _ YOV
T[[O;z,yz],k’(Bl,Z) = Z n[C;z,yz],k/(fxz’Z)e V@V () < o= V@) > ’
SEBI,Z
and then
V-V
(144) Ty B =Y 7, B <(a—x)e” 7T
zeAB
Similarly, we can obtain
® _ VO —Vxp)
(145) 78 B < —xe” T
Combining (144) with (145), in (143) we take
1 V(yp)—V(xp)
= 2—6 2 —
de=(y2 — x2)
to obtain
1 1 V(y)=V(x)) 1 V(y)=V(xp)
146 E[T’ >—(7e 2 — >>—e 2 .
(146) 7]z 2\4e%(y2 — x2) ~ 16€%(y2 — x2) O

6. Upper bound on the mixing time. This section is dedicated to the proof of The-
orem 2.4. First, in Section 6.1 we are going to reduce the problem to an estimate of the
transition probability between extremal states, which is P; (§min, Emax)- Next, by the censor-
ing scheme and particle transport (cf. Propositions 3.2 and 3.3) we are going to estimate this
probability. For pedagogical reason, we first treat the simpler case where the number of parti-
cles is small and for which only censoring (that is Proposition 3.2) is needed. This is the case
k < gn (recall (59), which is treated in Section 6.2. The general case gy < k < N/2, which
relies on Proposition 3.3, is then treated in Section 6.4.

Let us introduce notation for the exclusion process with k particles on the segment [a, b]
with environment w for arbitrary integers a < b, which are used in this section. We let
Qa,b),k denote the corresponding state space, 7(;, , , denote the the equilibrium measure
and djj, ;| , () denote the total variation distance to equilibrium (from worst starting position,
cf. (15)).
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6.1. Deducing the mixing time from the hitting time of the maximal configuration. Letus
first show that the study of the mixing time can be reduced to that of the probability of hitting
the configuration &, starting from the other extremal configuration &py;y.

PROPOSITION 6.1.  We have for everyt > 0 and n € N,
(147) d]a\;’k(nt) = (1 — Pt (¢min, émax))n-
PROOF. We have (see, for instance, [27], Lemma 4.10)

(148) 50 < 5 0) = | PE— P gy < Iggch[of £at].

Using the monotonicity under the graphical construction (cf. Proposition 3.1) forall £ € Qn «
and ¢t > 0, we have

min & max
Gl SO} SGI s

where (a,mi“)tzo and (0,"*);>( are starting from the extremal conditions &pin and &max in
(45). As a consequence for arbitrary & and &', setting t’ :=inf{r > 0: o/™" = 0,"**}, we have

(149) Vi>1, of =of.

On the other hand, we have

(150) T <t:=inf{r>0: otmin = Emax }-
Therefore, (148) implies that

(151) dy (@) <Pz >1).

Using again the Markov property and the monotonicity in Proposition 3.1, we have for any
positive integer n,

(152) P(z > nt) <P(oM £ £rax, Vi € [1, 1]) < P(0,71 £ Eax)". O

6.2. The case ky < qn. Before stating the main result of this section, let us present a
strategy to bound P;(&min, Emax) from below. We present in the process a few key technical
lemmas whose proofs are presented in the next subsection. We consider environments in the
following set:

(153) Ay = o: max (V) = V) = ~3log N |.

Y—XZzgNn
Note that by Proposition 3.4, Ay is an high probability event. This condition ensures that
when considering the exclusion process restricted to subsegments of [1, N] of length 4¢qy, at
equilibrium the particles typically concentrate on the right half of the segment. If the number
of particles is large enough, it also ensures that typically at equilibrium the last site is occupied
by a particle. This is the content of our first technical lemma.

LEMMA 6.2. Ifw € Ay, then we have for any x € [0, N — 4gqn] and any k < gn,

TE 0 waok[ED) < x4 2gy] < 25N 73,
(154) [x+1,x+4gn],

n§+1,x+4qN],qN [E(x +4gn) =0] < 3qNN_3.
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Our second technical lemma is a direct consequence of Proposition 2.2. It allows to bound
the mixing time of the system for each of the intervals of length 4y in a quantitative way.
We define

4 1 —a\24N l—«
155 T =Ty =80~ 4(%’)(—) 1 ( )
( ) N * 4N gnN o 08 o

The following result is obtained by taking € = N3 in Proposition 2.2.

LEMMA 6.3. Under the assumption (3), for all N sufficiently large we have for for all
k <qn,all x € [0, N — 4qn] and almost every realization of w,

(156) A 4y cragx(T) <N
Our third technical lemma ensures that in typical environment, the weight of &, at equi-
librium is not too small. In the definition of By ; below, &max denotes (with a small abuse of

notation) the maximal configuration with k particles in the segment [N —4gy + 1, N].

LEMMA 6.4. We have

157 li inf Pz =1.
( ) ggr(l) I\III;I [nN,k(Emax) > 8]
ke[1.N/2]

In particular, if By :={w: ”[ClJ)V—4qN+1,N],k(5maX) > 2q1§1}, we have

(158) lim inf P[Byi]=Ll
N—ooke[l,qn]

Now that the technical prelimiaries are set, we can introduce the main technical result
proved in this section.

PROPOSITION 6.5. Ifk <gqy,ifw e Ay N By and ty := T(rquNw — 1), we have

3
(159) Pto (Emin, Smax) > 2—
qN
In particular, the inequality holds with high probability w.r.t. the environment law P.

The last part of the statement is of course a direct consequence of the first part combined
with (158) and of Proposition 3.4 (which ensures that Ay and By i are high probability
events). Before providing a proof of Proposition 6.5, let us show how it implies the desired
upper bound on the mixing time.

PROOF OF THEOREM 2.4 WHEN k < gn. By Proposition 6.1 and Proposition 6.5, we
have

1\2v 1
(160) 49 4 Qanto) < (1 — Py (Emin Ema) ™ < (1 _ q—N) <7

which allows us to conclude the proof for the case k < gy with the inequality
(w)=G)"
gy ) —\33 O

Let us briefly sketch now our proof of Proposition 6.5. We use Proposition 3.2 to channel
all the particles to the right. More precisely, we use a censoring scheme that during time
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interval [i T, (i +1)T), withi = ,[N/(2qn)] — 3 isolates the segment [2igy + 1,2(i +
2)gn] (of length 4gy) from the rest of the system simply by censoring the transitions along
edges at the extremity of this segment; cf. (161)—-(162).

In Lemma 6.6, using a combination of Lemmas 6.2 and Lemma 6.3 we show that with
high probability, at all times, under the censored dynamics, all the particles remain within
this “traveling isolated segment,” which eventually channels all particles to the segment [N —
4qyn + 1, N] at time ([N/(2qn)] — 2)T. Once this is done, combining Lemmas 6.3 and 6.4,
we show that with probability at least 3/(2qy) we end up at &p,¢ Within an additional time 7.

We introduce our censoring scheme and define (in the middle line i € [[1, [N/(2gn)1 —3])

Co:= {{4qn.4qn + 1}},
(161) Ci = {{i2qn. i2qn + 1}, [ +2)2qw. (i +2)2qn +1}),
Crnyqn)1—2 = {{N —4qn. N —4qn + 1}}.

We define a censoring scheme by setting (recall that T is defined in (155))
(162) Ct):=C; forteliT,(i+1)T),i€[0,[N/Q2qn)]-2],
andC(t) = fort > ([N/(2gn)] — 1)T. Let us write

(163) Afin:=={§ € Qn i :Vx €1, N —4gn], E(x) =0}.

Recalling the notation of Section 3.3, we let (o, min,C

dynamics with initial condition &p;y.

)r>0 denote the corresponding censored

LEMMA 6.6. Ifw e Ay, we have

C -1
(164) P[a(“;]‘;‘/zqm _yr €Am]=1-N"".

PROOF. Fori € [0, [N/2gn1—2], we define A; to be the set of configurations for which
all particles lie in the interval [2igy + 1,23 + 2)gn],

A ={§ € Qni:2igy <E() <E(k) <2(i +2)qn}.

Now we prove by induction that the probability that particles remain trapped in the segment
[2ign + 1,2(@i + 2)gn] during time interval [i T, (i + 1)T) is high, which is

(165) Pl ¢ A5 1 — i 2N

iT ] = .
Since 2([N/2gn1 —2)gn = N —4qy, the result (164) follows from the case i = [N /2gn | —
2 in (165). From the definition of &njy,, the inequality in (165) holds for i = 0. Assuming
that (165) holds for i, then from our choice of censoring scheme, during the time interval
[iT, (i + 1)T) the k particles perform the simple exclusion process on the segment [2igy +
1,2(i +2)gn]. By Lemma 6.2 and Lemma 6.3 with x = 2iqy, we have

P[O'(I?_li_nl)T S Al+1]

>P[ mmCEA]

166
(166) — (TBignt1.2642g 4 ED) 26 + Dan) +dii gy 11264200014 T))

.4611\/ 4CIN

= N3 T N3 O
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PROOF OF PROPOSITION 6.5. Using Proposition 3.2, it is sufficient to bound the corre-
sponding probability for the censored dynamics, that is,

C
P(l'N/ZqN]fl)T(iJ_min» Emax)-

If GFF}\’;/(; an1-2T € Afn, then due to our choice of censuring scheme during the time interval
[[N/2gn] —2T,([N/2gNn] — 1)T), the dynamics corresponds to an exclusion process with
k particles on the segment [N — 4qy + 1, N]. We have

P(C[N/ZqN'\—l)T(Smim Emax)

éminsc
(167) > Plo N j2gn1-21 € Afin] (T(N —agy+1, 51k Emax) — dy_agy+1,31.6(T))
3
>(1-N""(2gy' =N = —,
(1= N7)2ay' =N = 5
where we have used the definition of By  (recall (158)) and Lemma 6.3 withx = N — 4qgy.

O

6.3. Proof of auxiliary lemmas.

PROOF OF LEMMA 6.2. To provide an upper bound on

n[L;)c+l,x+461N],k[§(l) <x+2qn],

for & € Qx+1,x+4gy],k We define R(&) to be the rightmost empty site

(168) R(&):=sup{y € [x + 1,x +4gn] : £(y) = 0}.
Asin (72), for all y, z € [x + 1, x + 4gy] satisfying y — z > gy and w € Ay we have
(169) T2 11w sagy i E(D = 2, RE) = y] < V" O1=V°@ < N3,

Then we have

T 1,5+l k[6 (D = X + 2]

170 = 3 Tt 1 gl [E(D) = 2. R(E) = y] <2gF N2,
z€[x+1,x+2gn]
yve[x+4gn —k+2,x+4gN]

: w
Now we estimate T 1 x+4qn gy

leftmost particle to be

L) :=inf{y € [x + 1, x +4qn] : E(y) = 1}.

[6(x +4gn) =0]. For & € Qpx11,x14gy1,qy> WE define its

As in (72), we have
(171 T 1 xtagulgn [EGX +4an) =0, L) =y] < oV ) VO () < 3
where we have used y < x + 3gy and w € Ay. Then

i1 xtagyl.an L€ +4qn) = 0]

72D Y A ragnta [EG F4an) =0, L(E) = ] < 3gyN .
ye[x+1,x+3gn] -

PROOF OF LEMMA 6.4. Recall the event A, in (27). Observe that

(173) g;%(vw@max)—V”(s))szrzlog —,




422 H. LACOIN AND S. YANG

and then we have

(174) % > | A, |— exp( maX(Vw(Smax) . V‘”(S))) > 2_276_2’21031%
Kk (Ar

For given ¢ € (0, 5) sufficiently small, we take
—log(2¢) 1/2
(175) r(e):= K—l_"‘) J

so that the rightmost-hand side of (174) is larger than or equal to 2¢. Moreover, by (74) we
know that

® — Ellogpq1 ) Ellog p1Ir .
(176) rlggo Al/nf IP’|:7TN’k(Ar) >1-2 (I—e” 2 )% 2 ] =
ke[1,N/2]
Since when r is sufficiently large, we have
1 _21 —a(l _e]E“Ongl] _2e]E[10;,;p1]r l,
2
then by (176) with r chosen as in (175) we obtain
1 i i v =1.
(177) lim Al,gfl Py s Emax) = €] =1
ke[1.N/2] 0

6.4. The case ky > qn. To treat the case of a larger number of particles, the problem with
the strategy of the previous subsection is that it does not allow to channel all the k particles
to the right at the same time. What we do instead is that we use the process to transport one
particle to the right, and then use Proposition 3.3 to be able to move all other particles to the
left and iterate the process. We largely recycle the strategy used in the previous section. In the
final step as in (167), we need to deal with the leftmost g particles performing the exclusion
process restricted to the interval [N —k —3gn + 1, N — k + gn], and then define

) -1
B;V,k = {a) : n[cllj\lfkf3qN+l,ka+qN],qN (srlnax) z 2qN }’
where & .. = 1{N—k+1<x<N—k+qy}- By Lemma 6.4, we have

178 lim inf P[By . ]1=1.
(178) N1—>ooke[[qu+l,N/2]] [Bi]

PROPOSITION 6.7. Ifk > gy and w € Ay N BN i setting
N—k+
(LT RS
2gn
where T is defined in (155), we have

1
(179) Pt1 (Smin, smax) > —.
qN

PROOF OF THEOREM 2.4 WHEN k > gn. By Proposition 6.1 and Proposition 6.7, we
have

1\%v 1
(180) 4% Qantt) < (1 — Po Gmin Ema)) Y < (1 _ —) <

gN
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which allows us to conclude the proof for the case k > gy with the inequality

(o) =)™
gn ) —\33 O

The remainder of the subsection is devoted to the proof of Proposition 6.7. This time we
combine our censoring scheme with deterministic transport of particles to the left of their
current positions, and use Proposition 3.3 instead of Proposition 3.2. Transport of particles
allows us to channel, one by one, the rightmost k — gy particles to the segment [N — k +
gy + 1, N] and use censoring to block these k — gy particles afterwards. We are then left
with the problem of moving the remaining gy particles to the right, and this can be treated as
in Proposition 6.5.

Let us explain our plan to move the rightmost k — g particles one by one. We proceed by
induction (each step is going to leave aside an event of small probability, and our technical
estimates are such that the sum of these probabilities over all steps will remain small). Let
us start with the channeling of the first particle, which requires r steps with r := [(N — k +
gn)/2gnT — 1 (each of them lasts for a time 7" which remains defined by (155)). During
the whole process, the leftmost k — g particles remain blocked on the leftmost sites of the
segment; this can be done by constantly censoring transitions along the edge {k — gy, k —
gy + 1}. When this is done, we are left with an effective system with gy particles on the
segment [k — gy + 1, N] (whose length is comprised between N /2 and N). On this segment,
we are going to apply the same technique as that for the proof of Proposition 6.5: we use
censoring to maintain all these gy particles within a subsegment of size 4gy at all times. The
position of this segment is shifted by an amount 2gy to the right after time 7. After r — 1
steps, we are sure that all gy particles are on the segment [N — 4qy + 1, N]. Isolating this
segment with censoring and using Lemma 6.2 (the second estimate), we can guarantee that
after an additional time step, there is a particle on site N.

We can then iterate this strategy. Once we have brought j particles in the segment [N —
Jj+1,N] (with 1 < j <k—gqn), we transport all other particles k — j particles to the leftmost
sites (as authorized by Proposition 3.3), and censor transitions along the edges {N — j, N —
j+1}and {k — j —gn,k — j — gy + 1}. This blocks the accumulated j particles on the
right, and leaves us with an effective system with gy particles on the segment [k — j — gn +
1, N — j], and we repeat the previous strategy to place one particle on site N — j using r
censoring steps.

Once k — gy particles have been brought to the right in this manner, we censor the edge
{N —k+qgn, N —k+qn + 1} to lock these particles on the right, and conclude by repeating
once more the procedure of Proposition 6.5 on the segment [1, N — k + gy], which now
contains only gy particles.

Now that the strategy has been explained, let us write down explicitly the corresponding
censoring scheme, and the transition matrices Q;, which transport particles to the left at
fixed times. Recall that r = [(N — k + gn)/2gnT] — 1, and define for j € [0,k — gn], i €
[0, [(N —k+qn)/2qn1 = 3], ai.j ==k —qn — j +2qni,

Cij:={k—j—gn.k—j—gn+1}{aij, a;j+1},
{ai,j +4qn, a;j+4qy + 1}, {N — j,N — j + 1}},
Ci={tk—j—gn.k—j—gn+1},{N —4qy — j, N —4gqn — j + 1},
(N—j,N—j+1}}.

(181)
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We define the censoring scheme C by setting

Ct)=Ci; iftel+r)T,(+rj+DT),
(182) C(t):C;‘-‘ ifrelrG+D =0T, r(j +1T),

Cty=9 ift>r(k—gn+1T.
When j =0and j =k — gy, the edges {0, 1} and {N, N + 1} appear in the set of censored
edges described above. When these edges appear in C(), this has no effect on the censor-
ing. Then we set s; := jrT, and introduce the matrix transition Q ;, which has the effect of

transporting the leftmost k — j particles to the segment [1,k — j]. We define thus Q; by
setting

(183) Q. €1)=1,  Q;(¢&)=0 if& #&7,

where the function & — S}k is defined by (recall (43))

= 14 ifl <k—j,

(184) Bo=y. ="
EW) ifl>k—j.

Since S;f < &, Q; satisfies (53). We let (6;);>0 denote the composed censored dynamics

(recall (54)) corresponding to C, (s j)];-;‘fN and (Q j)l;:l”’ and starting from &p;,. We set

) =114 j) + U n—jrin]-
To formalize the argument exposed above, we are going to prove by induction that at time s,
Jj particles have been moved to the rightmost sites.
LEMMA 6.8. Forall j € [0,k — gn], we have
(185) PG, r =£)]>1—4jquN">.
REMARK 6.9. Strictly speaking, the transport of particles to the left using Q; and the

use of Proposition 3.3 instead of Proposition 3.2 are not necessary, but we felt that it resulted
in a cleaner presentation.

PROOF. The statement is trivial for j = 0. For the induction step, it is sufficient to prove
that

(186) P[5, (jyr = &0y |5 =87 = 1 —4gy N2

With our choice for C, the j particles in the interval [N — j + 1, N] do not move between
time instants j T and r(j + 1) T, it is therefore sufficient to show that

(187) PG, (N — j)=1[5,j7r =£)] = 1—4gyN>.
Let us define

N—j
(188) Bj:= [seQN,k: > s(x):qN].
x=N—j—4qy+1
We can repeat the proof of Lemma 6.6 to obtain that
~ ~ 0 4q5
(189) P[Gj1+¢—1)T € BjlGrjT =§;] > 1~ (r — I)W'

Now in the time interval [rjT + (r — 1)T,r(j + 1)T), the censoring makes the restriction
of the dynamics to the segment [N — j —4gy + 1, N — j] an exclusion process with gy
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particles. Hence, using Lemma 6.3 and the second estimate in Lemma 6.2 we have for any
X € Bj

(190) P[5, (j+nr (N = ) =g r+¢-nr =x] 2 1= N72(1 4 3gn).

Combining (189) and (190), we obtain (187). [

PROOF OF PROPOSITION 6.7. Using Proposition 3.3, it is sufficient to prove that
- 1
(191) P[Ur(k—qN-H)T =&max] > —.
qN

Taking j =k — gy in Lemma 6.8 and assuming that w € B;v,k’ we have

~ 4y _ 2
(192) PGk =& gy 2 1= (k—qn) 57 = 3.
Hence, the result follows if one can prove that
~ ~ 3qn
(193) P{G gy +1r7 = Emax |Fie—grrr = gy | = =

With the conditioning, for ¢ € [(k — gn)rT, (k — gy + 1)rT), the rightmost k — g particles
are locked in the rightmost k — gy sites and at t = (k — gy )r T the leftmost gy particles are
in the leftmost g sites. We are in a similar setting as that in Proposition 6.5 with a system of
gn particles in the interval [1, N — (k — gn)] for t > (k — gn)rT. Thus, we can repeat the
proof in Proposition 6.5 to obtain (193) (the condition w € B;v, « Plays here exactly the same
role as w € By i in the proof of Proposition 6.5). [J
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